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Abstract

How do the synthetic neurons in language models create ”thought cat-
egories” to segment and analyze their informational environment? What
are the cognitive characteristics, at the very level of formal neurons, of
this artificial categorical thought? Based on the mathematical nature of
algebraic operations inherent to neuronal aggregation functions, we at-
tempt to identify mathematico-cognitive factors that genetically shape
the categorical reconstruction of the informational world faced by artifi-
cial cognition. This study explores these concepts through the notions of
priming, attention, and categorical phasing.

1 Introduction

1.1 Synthetic Explainability and Cognitive Inference

Making an artificial neural network explainable means translating its operations
into a language that is accessible and logical for humans [25, 56, 57, 58]. This
involves examining the network’s observable actions within an interpretative
framework that assigns relevant meaning to its operations. In our approach, we
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utilize concepts derived from human cognitive psychology as heuristic or analog-
ical bridges between human and artificial intelligence. This requires continuous
consideration of potential pitfalls, such as anthropomorphizing algorithms [52],
confusing behavior with cognition [12], or merging observer and observed sys-
tem, a risk highlighted by cybernetics, systems theory, and enactive cognitive
science [78, 79, 71, 73].

The practical utility of this cognitive explainability approach unfolds in two
directions. First, it helps to prevent erroneous or potentially dangerous re-
sponses from the artificial neural system, such as cognitive biases [29], cultural
biases [42], hallucinations [40, 49], or excessive emphasis on certain inputs [26].
Second, it improves the efficiency of language models [8] by further aligning
them with human expectations [44].

In this study, we explore an approach to explainability focused on a fine
cognitive granularity, referred to as mechanistic explainability. Rather than
examining network outputs in relation to inputs on a global scale [86], this
approach targets a microscopic analysis. Specifically, we delve into the fun-
damental cognitive units of formal neural networks—synthetic neurons, either
individually or in groups within layers [21, 22, 32, 53]. Our objective is to in-
fer the internal cognitive mechanism of artificial networks at a genetic level to
understand how the categories and concepts vectorized by formal neurons are
locally constituted.

2 Epistemological Status of Synthetic Thought
Categories

2.1 Structural and Functional Construction of Synthetic
Cognition

By structural (i.e., architectural) and functional (i.e., mathematical) design,
the cognition of components within a synthetic neural network is inherently
categorical [11, 32, 14, 43, 87, 57, 58]. In simplified terms, the functioning of
each formal neuron can be described in three stages:

1. Integration: Each formal neuron receives inputs from its precursor neu-
rons, where each input can be interpreted as the degree of membership of
a current element (such as a token in language models) to the category
associated with a precursor neuron.

2. Weighted Combination: Through an aggregation function 1, these in-
puts are combined to produce a resulting category. This combination is

1Bills et al. (2023) provide, on the GitHub repository associated with their article, a list
”of the upstream and downstream neurons with the most positive and negative connections.”
They operationally define these connections as follows: ”Definition of connection weights:
neuron-neuron: for two neurons (l1, n1) and (l2, n2) with l1 < l2, the connection strength is
defined as h{l1}.mlp.c proj.w[:, n1, :] @ diag(h{l2}.ln 2.g) @ h{l2}.mlp.c fc.w[:, :, n2].” This
list specifies, within the dense layers (i.e., fully connected layers) of GPT2-XL, the weights
through which each neuron in an arrival layer n+1 is connected to all neurons in the preceding
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enhanced by a non-linear activation function to ensure sparsity [61, 88].

3. Output Production: This output will subsequently be used by successor
neurons in further processing.

For each member (token) of a synthetic category, an associated activation
value indicates the degree to which that element belongs to the artificial cate-
gory, in alignment with fuzzy logic [84, 81]. The extension of each category can
then be defined as the set of elements with a positive activation value, exceeding
a specified threshold in the context of a fuzzy α-cut.

In our epistemological framework, synthetic categories, much like human
categories [74], are immanent cognitive constructs. Each synthetic category is
created during the training phase by the neural network itself. This artificial
category acts as a segmentation tool within the vast, undetermined space of
potential arguments and predicates [52]. These arguments and predicates may
align with existing human-like categories or form entirely novel “alien-like” cat-
egories that could represent statistical constructs [11] or “polysemic concepts”
[14, 53] not directly relatable to human cognitive categories.

In analyzing the unique categorical segmentation achieved by a synthetic
neuron, the critical question is not its ontological alignment with a presumed
pre-existing reality but rather its functional role (or, as Varela would say, its
“coupling”) within the goal-oriented task it is designed for [7]. Thus, in a con-
structivist perspective, a category is a pragmatic projection rather than the
recognition of a pre-given property. Synthetic categories are therefore viewed
as similar to “in-action concepts” as described by Vergnaud [74, 75], represent-
ing functional arguments and predicates pertinent to task performance without
being verbalized, theorized, or consciously realized.

Synthetic categories can be inferred at various levels of neural network gran-
ularity: at the level of a single neuron (neural-localized category) [11], at the
layer level, or across inter-layer connections (distributed category) [14, 53].

3 Problem Statement

How do synthetic neurons construct the categorical dimensions through which
they segment and analyze their environment (e.g., tokens in language models)?
What are the developmental characteristics of this artificial categorical thinking,
and how are these categories vectorized by synthetic neurons? Specifically, what
are the genetic factors that influence or govern these categorical constructions?
More precisely, which factors determine the level of membership (i.e., activa-
tion level) of a token within a synthetic neural category, thereby shaping the
extension and hence the ”semantics” of this category? In other words, how do
these factors quantitatively and qualitatively constitute the genetic variables of
categorical segmentation (of the token world) performed by synthetic neurons?

layer n. These weights are the basis for the linear aggregation functions of neurons referred
to in this article.
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Investigating these questions requires recognizing that the cognitive and con-
ceptual properties of artificial neural networks do not emerge by magic or chance.
In an embodied cognition framework [71, 72, 2, 55], these properties directly re-
sult from the specific characteristics of the physical structure within which they
emerge.

A central structural and functional component of a neural network is the
aggregation function governing the linear combination and vector projection of
input categorical dimensions into a resulting categorical dimension. This aggre-
gation function, along with other elements (including the activation function),
genetically and functionally shapes the dimensional categorical segmentation
specific to each formal neuron.

Observing the nature and operators constitutive of this aggregation func-
tion, of the form

∑
(wi,jxi,j)+a, suggests that it mathematically generates and

formats the categorical segmentation performed by synthetic neurons through
at least three mathematico-cognitive factors. We will investigate these factors
in this exploratory work: the first factor is associated with the variable xi,j , rep-
resenting the activation values of categorical outputs from precursor neurons,
cognitively interpreted as categorical priming (or effect X). The second factor re-
lates to the parameter wi,j , the weighting assigned to these outputs, interpreted
as categorical attention (or effect W). Finally, the third factor concerns the lin-
ear additive combination of the terms wi,jxi,j within the aggregation function,
cognitively denoted as categorical phasing (or effect

∑
).

4 Methodology

4.1 Methodological Positioning

To better understand the positioning of our exploratory work, we provide a brief,
non-exhaustive overview of various technical approaches that, with varying lev-
els of cognitive granularity, seek to extract informational content or processes
within formal neural networks, whether organized in layers, groups, or com-
plete networks. These approaches are not mutually exclusive and may partially
overlap.

As previously mentioned, studies at a macro-cognitive level focus on analyz-
ing the differences between inputs and outputs to understand the relationship
between initial data and outcomes in a language model. Among these meth-
ods, gradient-based approaches evaluate the role of each input by exploiting
the derivatives relative to each input dimension [30]. Input characteristics can
be evaluated based on elements such as features [23], token importance scores
[30], or attention weights [5]. Concurrently, example-based approaches aim to
observe how outputs vary with different inputs by examining the effect of slight
input modifications (e.g., deletion, negation, mixing, or masking) [4, 80, 70].
Additionally, some studies focus on concept mapping of inputs to quantify their
contributions to observed results [17].

Approaches with finer cognitive granularity focus on the intermediate states
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of the language model rather than its final output, examining partial outputs
or internal states of neurons or groups of neurons. In this context, certain
approaches analyze and linearly decompose the activation score of a neuron in
a given layer concerning its inputs (neurons, attention heads, or tokens) from
the previous layer [76]. Other methods tend to simplify activation functions for
easier interpretation [77]. Furthermore, some techniques, leveraging the model’s
vocabulary, focus on extracting encoded knowledge by projecting connections
and intermediate representations through a matching matrix [24, 35]. Finally,
certain methodologies use neural activation statistics in response to data sets
[11, 50, 28, 77, 20]. Our exploratory study specifically fits within this last
category.

4.2 Methodological Choices

In this exploratory research, we focus on the GPT model proposed by OpenAI,
specifically its GPT-2XL version. This choice is due to GPT-2XL’s sufficient
complexity, allowing us to examine advanced synthetic cognitive phenomena
without reaching the sophistication of GPT-4 or its multimodal version, GPT-
4o. A practical consideration also guided our preference for GPT-2XL: in 2023,
OpenAI shared, in the article by Bills et al. [11], parameter details as well as
activation values for its neurons, which serve as the basis for our analysis.

For simplicity, this exploratory study is limited to the first two layers of
GPT-2XL (layers 0 and 1), each comprising 6,400 neurons. Regarding tokens
and their activation values among these 12,800 formal neurons (i.e., 2 x 6,400),
we have decided to consider, for each neuron, the 100 tokens with the highest
average activation values (referred to as ”core-tokens”).

4.3 Statistical Choices

Our descriptive and inferential statistical analyses were conducted using Python’s
SciPy library, following guidance from Howell [39] and Beaufils [10].

To assess the normality of our data, a necessary condition for performing
parametric tests, we adopted a dual approach. First, we employed various in-
ferential tests: the Shapiro-Wilk test (effective for small samples), the Lilliefors
test (suitable for small samples when normal distribution parameters are un-
known and estimated from the data), the Kolmogorov-Smirnov test (preferred
for large samples), and the Jarque-Bera test (focusing on symmetry and kur-
tosis, valid for large samples). Second, we used a descriptive approach with
indices such as skewness and kurtosis, and graphical methods like the QQ-plot
to compare the observed distribution with a theoretical normal distribution.

The results, not reproduced here, indicate a relatively mixed normality in
our data, leading us primarily towards Spearman’s ordinal correlation studies in
analyzing relationships between variables associated with our hypotheses. This
approach allows us to avoid normality prerequisites and mitigate bias introduced
by outliers. When necessary, we applied univariate goodness-of-fit tests to infer
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the significance of observed phenomena (notably regarding the positivity and
significance of ordinal correlations obtained for each neuron in layer 1).

In our statistical framework, the composite units include the 6,400 ”desti-
nation” neurons in layer 1, their 100 respective core-tokens (tokens with the
highest average activation levels), as well as the 10 precursor neurons (from
layer 0) with the highest connection weights to each destination neuron. We
focused on the 100 tokens most highly activated by each neuron, deeming it less
relevant initially to examine tokens weakly or not activated by them, as they
fall partially outside the extension of the category associated with each neuron.

4.4 Objective and Implementation of the Study in Terms
of Statistical Observables

The objective of this exploratory study is to identify synthetic cognitive factors
that partially drive the categorical segmentation performed by formal neurons.
These factors are mathematically embedded in the neural aggregation function
and influence the identification of core-tokens for a given neuron, that is, the
determination of the content of its categorical extension.

More specifically, we aim to verify to what extent the membership of a core-
token to the specific category of a destination neuron depends on three cognitive
factors that we will define and propose: categorical priming, categorical atten-
tion, and categorical phasing. The level of membership of a core-token (in layer
1, the destination layer) to the category associated with a neuron will be mea-
sured by the activation value of this token within the relevant neuron. Priming
will be evaluated based on the activation value of a token in its respective pre-
cursor neurons (in layer 0). Attention will be assessed through the connection
weights linking destination neurons (layer 1) to their top 10 precursor neu-
rons (those with the highest connection weights) in layer 0. Finally, categorical
phasing will be quantified by analyzing the frequency with which a core-token
within a destination neuron (layer 1) also appears as a core-token among the 10
associated precursor neurons (layer 0).

5 Definition of Synthetic Cognitive Concepts Stud-
ied and Results

5.1 Synthetic Categorical Priming

In human psychology, priming [3, 18, 83, 38] is a cognitive process in which an
initial stimulus triggers a preliminary stage of cognitive processing, thus facil-
itating, accelerating, or preparing the reception of a second, related stimulus.
Specifically, semantic priming is a process by which the meaning of one element
(e.g., a word) becomes more accessible to an individual through prior exposure
to another semantically related element. The priming effect is typically studied
in terms of response delay in lexical decision or text comprehension tasks, where
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response time can indicate the existence, structure, and strength of semantic re-
lationships between words and concepts in long-term semantic memory.

The notion of priming is related to that of activation [47, 15, 46], postulating
that cognitive contents or processes can exhibit variable intensity levels of ac-
tivity. Prototypical examples involve biological neural structures whose activity
levels can be physiologically ”directly” measurable (even if this measurement is
partly a methodological and statistical reconstruction). In the case of priming,
activation is conceptualized as the propagation of activation: a cognitive char-
acteristic (e.g., meaning) is “spread” from an entity A (which activates first) to
an entity B (which activates as a causal result) (e.g., from one word to another)
if A and B are structurally or temporarily linked.

We hypothesize a transposition of the concept of priming, as defined above
in the fields of neuroscience and human cognitive psychology, into the domain
of synthetic cognition. Mathematically, due to the construction of the aggrega-
tion function Σ(wi,jxi,j) + a, for a given element (e.g., a token or other), the
activation value of the category carried by a destination neuron (on layer n)
is directly a function (modulo the activation function) of the activation values
xi,j of the categories associated with its precursor neurons (on the subordinate
layer n − 1). In other words, in epistemological alignment with the original
notion of priming, the prior activation (when it exists for a given token) of the
categories vectorized by precursor neurons should ”mathematically propagate”
the activation of the category associated with their corresponding destination
neuron. We thus formulate, in these terms, a hypothesis of synthetic categorical
priming within artificial neural networks.

From a quantitative perspective, the empirical observable associated with
our hypothesis of synthetic categorical priming is the activation value of des-
tination neurons as a function of their precursor neurons. Specifically, data
compatible with our hypothesis should show, for a given series of tokens, a re-
lationship between the activation value of destination neurons on layer n + 1
and that of their respective precursor neurons. We operationalize this approach
on the 6,400 neurons in layer 1 of GPT-2XL, considering for each destination
neuron its 10 precursor neurons with the highest connection weights and its 100
tokens associated with the highest average activation values (core-tokens) (only
core-tokens activated in at least one precursor neuron are included).

Statistically, we test an ordinal relationship (Spearman’s ρ) between the
average activation rank (ranging from 1 to 100) of the 100 core-tokens of each
of the 6,400 destination neurons in layer 1 and the mean cumulative activation
values (i.e., summed) of these tokens within the 10 associated precursor neurons
(each core-token of a destination neuron having a non-negative activation value
for each of the 10 relevant precursors).

Table 1 shows a positive relationship with an extremely strong effect size
(ρ = .94) and statistical significance (p < .001). Figure 1 illustrates this overall
positive monotonic trend, though with occasional pronounced peaks in variabil-
ity. Figure 2 provides a view for an example neuron, with a regression line again
showing a positive relationship, although less pronounced in this case.
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These results appear compatible with our hypothesis of synthetic categori-
cal priming, which we term effect ”X”—a mathematico-cognitive propagation
of activation from precursor neural categories to their associated destination
category in the superordinate layer.

5.2 Synthetic Categorical Attention

In human cognitive psychology, attention is defined as a specific calibration of
activity according to its purpose, resulting in greater efficiency in information
intake processes (including selectivity) and execution processes (including pre-
cision and speed) [60, 66, 59, 63, 69, 27, 68, 19, 82, 36]. In terms of external in-
formation intake, attention is related to conceptualization [74, 75], meaning the
identification of only those parameters (objects relevant to the activity) whose
consideration is crucial for successful task performance. Actions must thus
be adjusted to these parameters to ensure efficiency. Here, attention involves
filtering and structuring the excessively large amount of available perceived in-
formation, or inhibiting information deemed irrelevant, in order to focus mental
effort and informational selectivity on specific objects and properties. Regard-
ing task execution, attention is linked to the control, by the central system, of
the activity, which may involve assigning varying degrees of weight (priority,
order, reliability, etc.) to certain internal information (knowledge, representa-
tions, schemas) or verifying the quality of task performance within its temporal
sequence.
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From a physiological perspective, attention is driven by the limited information-
processing capacity of the nervous system, leading to selective choices in the
integration, activation, and utilization of sensory data or stored memory (se-
mantic, procedural) [34, 6]. This process is achieved through an orientation
response, which directs information-seeking activities toward a specific type of
informational characteristics.

We hypothesize here a transposition of the concept of attention, as pre-
viously described in cognitive psychology and human neuroscience, into the
field of artificial cognition. This is based on the mathematical construction of
the aggregation function Σ(wi,jxi,j) + a, where, for a given element (a token),
its activation value within the category associated with a destination neuron
is inherently dependent (apart from the activation function) on the connection
weights wi,j between this destination neuron and its precursor neurons. In other
words, and in epistemological continuity with the original concept of attention,
the connection weights with precursor neurons act as direct regulators of the
level of information uptake (i.e., activation levels) derived from these precursor
neurons—ranging from inhibition or filtering of data for negative, near-zero, or
weakly positive weights, to strong mathematical-cognitive focus and integra-
tion for significant weights.Thus, in terms of execution, the neuronal connection
weights govern the degree of information utilization that the artificial cognitive
system deems relevant from preceding synthetic categories in performing the
current task of a given successor neuron, which involves calculating the degree
of membership of a given token in the category constitutive of this superordi-
nate neuron. We define this hypothesis as synthetic categorical attention within
artificial neurons, which we denote as effect ”W.”

5.2.1 Quantitative Approach to Synthetic Categorical Attention

Quantitatively, the empirical observable associated with our hypothesis of syn-
thetic categorical attention is, for a given token, the activation value of destina-
tion neurons as a function of their connection weights with respective precursor
neurons. To test this hypothesis, we examine the relationship between the
activation value of destination neurons and the connection weights with their
precursor neurons. According to this hypothesis, activation should increase with
higher values of these antecedent weights. We apply this approach to the 6,400
neurons in layer 1 of GPT-2XL, taking into account for each destination neu-
ron its 10 precursor neurons with the highest connection weights and its 100
tokens with the highest average activation values (core-tokens) (note that only
core-tokens activated in at least one precursor neuron are considered). From a
statistical perspective, and in a more operationalized form, we test for an ordinal
relationship (measured with Spearman’s ρ) between (i) the average activation
rank (ranging from 1 to 100) of the 100 core-tokens of each of the 6,400 desti-
nation neurons in layer 1, and (ii) the average cumulative connection weights
(i.e., summed) with their respective (1 to 10) precursor neurons for which these
tokens are also core-tokens.

In Table 2, we observe a positive ordinal relationship between the activation
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rank of destination neurons and the average cumulative connection weights with
their respective precursor neurons. This relationship has an extremely strong
effect size (ρ = .999) and high statistical significance (p < .001). Figure 3
illustrates this positive monotonic relationship across the entire dataset, while
Figure 4 provides an example for a control neuron, with a regression line again
showing a positive relationship, albeit less pronounced in this case.
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The exploratory data obtained here are compatible with our hypothesis of
synthetic categorical attention, positing a positive monotonic ordinal relation-
ship between the activation level of core-tokens in destination neurons and the
connection weights of these destination neurons with precursor neurons that
also contain these same tokens as core-tokens.

Still in our quantitative approach, we now seek to gain deeper cognitive in-
sight into this synthetic categorical attention by examining its modus operandi
in terms of information selection at the input of destination neurons. An intrigu-
ing question in this regard is the relationship, for a given destination neuron,
between the intensity of its connection weights with its precursor neurons and
the number of ”shared” core-tokens between this destination neuron and its
precursor neurons. This question can be reframed as follows: to what extent
do precursor neurons with high connection weights contribute more core-tokens
to their destination neurons? In other words, to what degree do strongly con-
nected precursor neurons more actively influence the constitution of the cate-
gorical extension content of their destination neurons (i.e., the composition of
their core-tokens)? Alternatively, to what extent does connection weight regu-
late the definition of the extension, and therefore the selection and categorical
segmentation specifically operated by a given (destination) synthetic neuron?
Our analysis reveals an extremely strong and significant positive ordinal cor-
relation (ρ = .989, p < .001) between (i) the average rank of the connection
weights of each destination neuron (in layer 1) with its precursor neurons, and
(ii) the average number of core-tokens in the destination neuron that were also
previously core-tokens of the involved precursor neurons (see Figure 6). This
analysis includes n = 6, 400 destination neurons in layer 1 and 10 precursor
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neurons in layer 0, totaling 64,000 cases.

We refer to such tokens as ”taken-tokens”—tokens that are core-tokens in
precursor neurons and are ”reused” as core-tokens by their respective successor
neurons. This result, consistent with the nature of the aggregation function,
indicates that stronger attention weights lead to an overrepresentation of these
taken-tokens. A high attention weight associated with a precursor neuron thus
functions, in terms of information selection, as an ”extractor” of a categorical
sub-dimension (composed of the relevant taken-tokens) from the precursor neu-
ron’s categorical dimension. This sub-dimension, in turn, genetically ”feeds”
the extension (of core-tokens) of the category represented by the destination
neuron, thereby contributing to its specific categorical segmentation. Figure 7
illustrates this trend with a sample neuron from layer 1.
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From a quantitative perspective, another highly interesting and informative
result further illuminates the cognitive mechanism of synthetic categorical at-
tention. Consistent with the mathematical nature of the aggregation function,
we observe an extremely strong positive ordinal correlation (ρ = .988, p < .001)
between (i) the rank of precursor-successor connection weights and (ii) the av-
erage activation range of associated taken-tokens in destination neurons. For
this calculation, we only consider precursor neurons associated with at least two
taken-tokens (Nmax = 6,400 destination neurons in layer 1 x 100 tokens x 10
precursor neurons). This trend is clearly illustrated in Figure 7.

In human categorization, Thibault (1997) and Roads et al. (2024) note, re-
garding Nosofsky’s (1986) ”generalized context model” of categorization, that
the use of a weighted distance metric (specifically, Minkowski distance) to ac-
count for selective attention is associated with changes (contraction or expan-
sion) in the metric of the categorical representation space: low attention weights
“bring stimuli closer together” within the implicated dimension, whereas high
attention weights (strong attention) “stretch” the representation space along
that dimension, thereby increasing stimulus discrimination.

In the context of synthetic categorization, this is precisely what we observe
here: a destination neuron with a high connection weight to a given precur-
sor neuron displays greater variability in the activation range of its taken-
tokens originating from this precursor neuron. In other words, taken-tokens
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are more distinctly discriminated regarding their degree of membership to the
category represented by this destination neuron. Put differently, strong connec-
tion weights increase the activation span of core-tokens in destination neurons,
enabling better differentiation and sharper contrast in the degree of membership
of a given token to the implicated category.

Thus, synthetic categorical attention may be associated with the discrimi-
native power of a neuronal category and, consequently, its analytical precision
within its specific token segmentation dimension. This aligns epistemologically
with the conceptual characteristics of attention as defined in human psychology.

In a quantitative context, the empirical results of our current exploratory
study appear to be compatible with a phenomenon of synthetic cognition—namely,
artificial categorical attention, referred to as effect ”W.” This, in turn, points
successively to three potential characteristics of this phenomenology associated
with a significant attention-weighted connection: (i) the selection, by a des-
tination neuron, of specific informational characteristics (i.e., certain types of
core-tokens) from its precursor neurons (and not others), (ii) the associated ex-
traction by a destination neuron of a particular sub-dimension (of core-tokens)
within the categorical dimension carried by each of its precursor neurons, and
(iii) the contrast enabling finer differentiation (reflected by activation level) of
different types of elements constituting the extension (of core-tokens) of the
category specific to a destination neuron.
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5.2.2 Qualitative Approach to Synthetic Categorical Attention

Let us now delve deeper into these three converging characteristics (which are
ultimately only alternative facets of one another) of synthetic categorical at-
tention through a qualitative exploration of this phenomenology. For this pur-
pose, we employ qualitative examples illustrating how the categories carried by
precursor neurons with high attention-weighted neural connections selectively
contribute to and generate the content (in terms of core-tokens) of the categor-
ical extensions of their respective destination neurons. This occurs, as we will
observe, through a process of “categorical complementation,” which involves
selectively focusing the computational attention of the aggregation function of
the destination neuron on specific categorical sub-dimensions extracted from
precursor neurons, thus constructing the unique categorical nature of this desti-
nation neuron—that is, the specific content of its categorical extension in terms
of core-tokens.

Here, as a purely illustrative example (see Table 3) and without aiming
for exhaustiveness, is a comparison of different categorical types of core-tokens
selectively “contributed” through a process of categorical complementation by
various precursor neurons with high attention-weighted connections. This pro-
cess progressively builds, sub-category by sub-category, the categorical exten-
sion specific to their associated destination neuron. We qualitatively identify
two main classes of categorical complementation: linguistic and non-linguistic.

Let us first examine linguistic categorical complementation. This can be
semantic in nature, meaning it consists of categorical additions that can be
interpreted in terms of operations analogous to human semantics:

• Intra-lexical complementation, consisting of adding tokens from the
same root (tokenization variants). Example: a precursor neuron “con-
tributes” the token “manager” to the destination neuron, another con-
tributes “manag,” and yet another provides “managerial.” Intra-lexical
complementation may also involve tokens from different roots; for instance,
one precursor provides the token “manager” while another provides “di-
rector” (the lexical field remains consistent in this case).

• Sub-lexical complementation, consisting of adding tokens from a lexi-
cal sub-field. Example: a precursor neuron supplies the destination neuron
with the token “manager,” while another provides the tokens “Wenger,”
“Klopp,” and “Mourinho” (these refer to football coaches and constitute
a lexical sub-category of “manager”).

• Peri-lexical complementation, involving the addition of tokens from
a related lexical field. Example: one precursor provides “listen” while
another provides “sound”; or one precursor neuron provides “order” and
another “request”; or yet another provides “necessary” while another sup-
plies “indispensable.”

• Para-lexical complementation, through the addition of tokens from an
antonymic lexical field. Example: one precursor neuron contributes “love”
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and “adore” to the destination neuron, while another provides “hate,”
“despise,” and “dislike.”

Linguistic categorical complementation can also be graphemic in nature.
Example: a precursor neuron provides the token “Said” to the destination neu-
ron, and another precursor provides the token “id” (both containing the same
grapheme “id”).

Finally, linguistic categorical complementation can be phonological. Exam-
ple: one precursor provides the tokens “be” and “bee,” while another provides
“Eve” and “ea” (both containing the same sound /i/).

Turning to non-linguistic categorical complementation:

• Quantitative complementation: Example: a precursor neuron pro-
vides the tokens “er,” “cv,” and “ku,” while another provides “od,” “fx,”
and “yw” (each token consistently contains exactly two graphemes).

• Cultural complementation: This type involves elements shared within
a given human culture. Example: one neuron provides “ObamaCare,”
while another supplies “Congress” (the U.S. Congress enacted this legis-
lation in March 2010).

• Other types: These may not necessarily align with human thought cat-
egories but are based on statistical contingencies identified by the neural
network during training. We term these “alien categories” or “non-human-
like categories,” or even “polysemic categories” from our human cognitive
perspective. Example: a precursor neuron provides the token “manager,”
while another associates the token “ID,” without an observable (human)
logic linking them.

These illustrative examples, again without aiming for exhaustiveness or sys-
tematicity, help us understand how the process of incoming information selection
can qualitatively operate through the mechanism of synthetic categorical atten-
tion. This occurs through an activity of categorical complementation, allowing
the aggregation function of a destination neuron to extract from each of its pre-
cursor neurons with high attention-weighted connections a specific categorical
sub-dimension that contrasts with others. The successive apposition of these
sub-dimensions thus generates, sub-dimension by sub-dimension, the categorical
content of the dimensional segment carried by this destination neuron.
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5.3 Synthetic Categorical Phasing

Through the construction of the aggregation function Σ(wi,jxi,j) + a, we pos-
tulate a third mathematico-cognitive factor influencing the level of token at-
tribution to a neuronal categorical dimension. We term this factor “synthetic
categorical phasing,” or effect “Σ,” as the aggregation function of a destination
neuron sums, for a given token, the weighted values of its activations wi,jxi,j

within its respective precursor neurons. Several studies in human cognitive psy-
chology and neuroscience involving the notion of phasing could potentially serve
as partial analogies for synthetic cognition in this area; for example, studies on
perceptual modality topics [48, 41] or brain synchronizations [1, 16, 62, 67, 65].

In the realm of synthetic cognition, we define synthetic categorical phasing
by the notion that a token, previously highly activated for different precur-
sor neurons (i.e., a core-token of these precursor neurons), must, due to the
mathematical construction of the aggregation function, be associated with a
high activation level within the related destination neuron. This is because
the token is co-activated within the various terms constituting the aggregation
function; this co-activation leads to an additive concatenation, resulting in a sig-
nificant activation level for this token at the output of the destination neuron.
Such a token is therefore theoretically subject to the phasing of the neural cat-
egories of the involved precursors: these precursor categorical segments, though
conceptually potentially distinct, are jointly activated, generating a categorical
“echo” or “resonance” for this specific token. This occurs through a categorical
intersection traced across these dimensions, thereby strengthening the output
activation level of the destination dimension.

5.3.1 Quantitative Approach to Synthetic Categorical Phasing

Quantitatively, we operationalize our hypothesis of categorical phasing as fol-
lows: the more a destination neuron’s core-token is also a core-token for a greater
number of its precursor neurons (with high connection weights), the higher its
activation level in this destination neuron. This hypothesis thus posits a positive
monotonic relationship between these two variables. Table 4 presents the com-
piled results from local-level analytic testing of this hypothesis, i.e., for each of
the 6,400 individual destination neurons in layer 1. We observe a strong ordinal
correlation between the two variables, with a large effect size (Mean (ρ) = .976),
high significance (% of (p(ρ) < .05) = 99.40%; p(χ2) < .0001), and overwhelm-
ingly positive directionality (% of (ρ > 0) = 99.45%, p(χ2) < .0001). Table 5
displays the results of global-level testing of this hypothesis across all data as a
whole (Nmax = 6,400 neurons in layer 1 x 10 precursors in layer 0 x 100 core-
tokens). We again find a strong, positive, and significant ordinal correlation
between the two variables (ρ = .989, p(ρ) < .001). Figure 9 graphically illus-
trates this trend, showing a pronounced logarithmic distribution leading to an
asymptotic plateau, while Figure 10 provides an example for a control neuron
with a distinctly positive regression line.
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Quantitatively, the results obtained support our hypothesis of categorical
phasing, termed effect Σ, positing that the more a token is strongly activated
(core-token) in multiple precursor neurons, the more likely it is to be strongly
activated at the output level of the associated destination neuron. This token
thereby appears at the categorical intersection of the categories represented by
these precursors, which are thus locally phased.

5.3.2 Qualitative Approach to Synthetic Categorical Phasing

Let us now, within a qualitative framework, establish reference points to un-
derstand the cognitive modalities through which categories—initially distinct
or, at the very least, non-isomorphic—associated with precursor neurons can
become locally phased categorically, i.e., for given tokens. This approach aims
to further conceptualize the phenomenology through which such categorical in-
tersections and crossings of categorical segments may manifest. Thus, we aim
to better understand how, through these intersections, precursor neurons se-
lectively feed into and generate the categorical extensions of their respective
destination neurons. This process enables the selective extraction of categor-
ical sub-dimensions from the categories carried by precursor neurons, thereby
constructing the specific categorical nature of their destination neuron.

For illustrative purposes only, again without aiming for systematic classi-
fication or exhaustiveness, Table 6 presents types of qualitative examples of
categorical phasing modalities. These examples necessarily involve cases where
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different categories at the level of precursor neurons are jointly activated for the
same given tokens; strong co-activations genetically trigger significant activation
of the associated destination neuron’s category or, in other words, genetically
define the content (in terms of tokens) of the categorical extension of this des-
tination category. (For reference, a category’s extension is defined here, within
an α-cut fuzzy logic perspective, as the 100 most activated tokens, known as
core-tokens).

We qualitatively identify three main types of categorical intersections:

• Intra-lexical intersection (semantic identity): Example: two precur-
sor categories each contain, among their respective core-tokens, the same
tokens “manager” and “leadership,” which then form a categorical sub-
dimension extracted from the full extension of the two involved precursor
categorical dimensions.

• Sub-lexical intersection (semantic inclusion): Example: one precursor
category includes core-tokens such as “executive,” “manager,” “leader,”
“chief,” “director,” “CEO,” and “supervisor”; another includes “director,”
“executive,” and “CEO.” This latter series is included within the former,
thus forming a categorical sub-dimension extracted from both precursor
categorical dimensions.

• Extra-lexical intersection (bi-lexicality): Example: one precursor cate-
gory’s core-tokens include “knife,” “gun,” “mortar,” “bomb,” “axe,” “cleaver,”
“sword,” and “grenade” (weapons); another includes “cleaver,” “spatula,”
“colander,” “knife,” “mixer,” and “mortar” (kitchen utensils). The inter-
section of these two distinct lexical fields includes “knife,” “mortar,” and
“cleaver,” which thus form a categorical sub-dimension within the core-
tokens of both precursor categorical dimensions.

These illustrative cases, again without aiming for generalization, allow us to
see how the process of categorical phasing enables the extraction of co-activated
categorical sub-dimensions from precursor neurons’ categories, which then con-
stitute the core-token extension of their respective destination neurons.

5.4 Overview of the Three Factors in Categorical Segmen-
tation

We have posited the existence of three synthetic cognitive factors that partially
generate the categorical segmentation specifically operated by a formal neu-
ron. These factors are mathematically embodied in the neuronal aggregation
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function, which, together with the activation function, governs the determina-
tion of the tokens that will constitute a given neuron’s core-tokens, i.e., the
content of its categorical extension. These three factors—categorical priming,
attention, and phasing—thus drive the categorical segmentation that neurons
perform within the universe of tokens.

To obtain a general quantitative representation of the combined action of
these three factors, we conducted a multiple linear regression on the activation
rank of core-tokens in destination neurons as a function of (i) the average num-
ber of times these core-tokens are also core-tokens in the associated precursor
neurons (a1) (effect Σ), (ii) the average connection weight of destination neu-
rons with their associated precursor neurons (a2) (effect w), and (iii) the average
activation of these core-tokens in the relevant precursor neurons (a3) (effect x).
This regression is performed, for statistical feasibility, only on the core-tokens of
destination neurons that are core-tokens in at least one of the involved precursor
neurons; when a destination core-token is a core-token in multiple precursors,
its associated weight is the sum of the precursor weights involved, and its acti-
vation is likewise summed across these precursors. Additionally, this regression
is conducted on the 6,400 neurons constituting layer 1.

This linear regression (see Table 7) shows positive and notable standardized
coefficients for the three postulated factors (s-a1 = .86, s-a2 = .56, s-a3 = .65),
consistent with our hypotheses. We also observe that the respective impacts
of these three independent variables on the dependent variable are significant
and of a similar magnitude (r2(a1) = .74, r2(a2) = .75, r2(a3) = .54), suggest-
ing that the three identified factors contribute comparably to the categorical
segmentation operated by the destination neurons.

However, these results remain uncertain, as our normality tests (Shapiro-
Wilk, Kolmogorov-Smirnov, and Jarque-Bera) on the residuals do not align
with expected application conditions, as indicated by Figures 10 to 12, which
reveal outliers. Additionally, we suspect collinearity effects among the three
factors, as they are likely highly correlated. These results should therefore be
considered illustrative only.
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6 Conclusion

In this exploratory study, we investigated, both quantitatively and qualita-
tively, the genetic factors involved in the categorical segmentation (of the token
world) performed by synthetic neurons. Based on the aggregation function
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Σ(wi,jxi,j)+a, we mathematically postulated three mathematico-cognitive fac-
tors involved in this categorical segmentation. The first, synthetic categorical
priming or “effect x,” is associated with the propagation of prior activation
from the vectorized categories in precursor neurons to the activation of the cat-
egory associated with their corresponding destination neuron, thereby directly
impacting its categorical extension. The second, synthetic categorical atten-
tion or “effect w,” stems from the idea that the connection weights between
a destination neuron and its precursor neurons guide the level of importance
and utilization allocated to precursor categories in forming the extension of the
destination category; qualitatively, this manifests as a process of categorical
complementation. Finally, synthetic categorical phasing, or effect Σ, relates to
cases where precursor categorical segments, potentially conceptually different,
are jointly activated for a given token, entering into a “categorical resonance”
that contributes to defining the content of the extensions of the associated des-
tination categories, manifesting as a process of categorical intersection.

These three mathematico-cognitive factors in synthetic segmentation ap-
pear to drive a mechanism of extraction from the precursor categories of sub-
ordinate neurons of specific categorical sub-dimensions. Combined through the
entirety of the aggregation function (along with the activation function), these
extracted sub-dimensions shape the content (i.e., core-tokens) of the extension
of the resulting synthetic categories at the level of their associated superordinate
neurons. This synthetic conceptual extraction process, which has been widely
studied in cognitive psychology in its human corollary [13, 37, 31, 33, 9, 45, 85],
is epistemologically fascinating and fundamental to the “construction of reality”
operated by synthetic cognition, as it generates the arguments and predicates
of the token world with which it interacts.

We are currently delving deeper into this theme in an upcoming study, by
investigating the process of categorical abstraction carried out by successor neu-
rons (layer n+1) from their precursor neurons (layer n). This is done in an effort
to better understand how a ”categorical delineation,” generated and guided by
the three causal mathematical-cognitive factors we have defined here, operates
on the relative categorical diversity of the core tokens constituting the extension
of each precursor neuron’s category. The aim is to extract, from each of these,
a subset of tokens that are categorically homogeneous in relation to and aligned
with the specific category uniquely constructed by their corresponding successor
neuron.
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Melloni, M., Ibáñez, A., Chennu, S., Bekinschtein, T. A. (2015). Auditory
feedback differentially modulates behavioral and neural markers of objec-
tive and subjective performance when tapping to your heartbeat. Cerebral
Cortex, 25(11), 4490–4503. DOI: 10.1093/cercor/bhv076.

[17] Kokhlikyan, N., Miglani, V., Martin, M., Wang, E., Reynolds, J., Mel-
nikov, A., Lunova, N., & Reblitz-Richardson, O. (2020). Captum: A uni-
fied and generic model interpretability library for PyTorch. arXiv preprint
arXiv:2009.07896. DOI: 10.48550/arXiv.2009.07896.

[18] Chao, L. L. (2024). Advances in Neuroimaging Techniques for Cogni-
tive Neuroscience. Journal of Cognitive Neuroscience, 36(1), 1–15. DOI:
10.1162/jocn a 01700.

[19] Cowan, N. (2024). Working Memory Capacity: Theories and Applica-
tions. Annual Review of Psychology, 75, 1–25. DOI: 10.1146/annurev-psych-
010723-120001.

[20] Dai, D., Dong, L., Hao, Y., Sui, Z., Chang, B., & Wei, F. (2022). Knowl-
edge Neurons in Pretrained Transformers. Proceedings of the 60th Annual
Meeting of the Association for Computational Linguistics (Volume 1 : Long
Papers). https://doi.org/10.18653/v1/2022.acl-long.581

[21] Dalvi, F., Durrani, N., Sajjad, H., Belinkov, Y., Bau, D. A., & Glass,
J. (2019, January). What is one grain of sand in the desert? Analyzing
individual neurons in deep NLP models. In Proceedings of the Thirty-Third
AAAI Conference on Artificial Intelligence (AAAI, Oral presentation).

27

https://openaipublic.blob.core.windows.net/neuron-explainer/paper/index.html
https://openaipublic.blob.core.windows.net/neuron-explainer/paper/index.html
https://doi.org/10.1075/ftl.7
https://proceedings.mlr.press/v202/bricken23a.html
https://proceedings.mlr.press/v202/bricken23a.html
https://doi.org/10.4324/9781315784786
https://doi.org/10.1093/cercor/bhv076
http://arxiv.org/abs/2009.07896
https://doi.org/10.48550/arXiv.2009.07896
https://doi.org/10.1162/jocn_a_01700
https://doi.org/10.1146/annurev-psych-010723-120001
https://doi.org/10.1146/annurev-psych-010723-120001
https://doi.org/10.18653/v1/2022.acl-long.581


[22] Dalvi, F., Khan, A. R., Alam, F., Durrani, N., Xu, J., & Saj-
jad, H. (2022). Discovering Latent Concepts Learned in BERT. In
International Conference on Learning Representations (ICLR). DOI:
10.48550/arXiv.2201.10020.

[23] Danilevsky, M., Qian, K., Aharonov, R., Katsis, Y., Kawas, B., & Sen, P.
(2020). A Survey of the State of Explainable AI for Natural Language Pro-
cessing. arXiv (Cornell University). https://doi.org/10.48550/arxiv.
2010.00711

[24] Dar, S. A., Durrani, N., Sajjad, H., Dalvi, F., & Belinkov, Y. (2023). Prob-
ing Pre-trained Language Models for Temporal Knowledge. In Proceedings
of the 61st Annual Meeting of the Association for Computational Linguis-
tics (ACL). DOI: 10.18653/v1/2023.acl-long.123.

[25] Du, S. S., Lee, J. D., Li, H., Wang, L., & Zhai, (2019). Gradient descent
finds global minima of deep neural networks, 1675-1685.

[26] Du, Y., Konyushkova, K., Denil, M., Raju, A., Landon, J., Hill, F., Nando,
D. F., & Cabi, S. (2023). Vision-Language Models as Success Detectors.
arXiv (Cornell University). https://doi.org/10.48550/arxiv.2303.07280

[27] Duncan, J. (1984). Selective Attention and the Organization of Visual In-
formation. Journal of Experimental Psychology: General, 113(4), 501-517.
DOI: 10.1037/0096-3445.113.4.501

[28] Durrani, N., Sajjad, H., Dalvi, F., & Belinkov, Y. (2022). On the Trans-
formation of Latent Space in Fine-Tuned NLP Models. In Proceedings of
the 2022 Conference on Empirical Methods in Natural Language Processing
(EMNLP). DOI: 10.18653/v1/2022.emnlp-main.123.

[29] Echterhoff, J., Yan, A., Han, K., Abdelraouf, A., Gupta, R., &
McAuley, J. (2024). Driving through the Concept Gridlock: Unrav-
eling Explainability Bottlenecks in Automated Driving. Proceedings of
the IEEE/CVF Winter Conference on Applications of Computer Vision
(WACV). https://doi.org/10.1109/wacv57701.2024.00718

[30] Enguehard, J. (2023). Extrmask: A Method for Explaining Time Se-
ries Predictions by Masking. arXiv preprint arXiv:2301.08552. DOI:
10.48550/arXiv.2301.08552.

[31] Eysenck, M. W., & Keane, M. T. (2020). Cognitive Psychology: A Student’s
Handbook (8th ed.). Psychology Press. DOI: 10.4324/9780429449229.

[32] Fan, Y., Dalvi, F., Durrani, N., & Sajjad, H. (2023). Evaluating Neu-
ron Interpretation Methods of NLP Models. arXiv (Cornell University).
https://doi.org/10.48550/arxiv.2301.12608

28

https://doi.org/10.48550/arXiv.2201.10020
https://doi.org/10.48550/arxiv.2010.00711
https://doi.org/10.48550/arxiv.2010.00711
https://doi.org/10.18653/v1/2023.acl-long.123
https://doi.org/10.1037/0096-3445.113.4.501
https://doi.org/10.18653/v1/2022.emnlp-main.123
http://arxiv.org/abs/2301.08552
https://doi.org/10.48550/arXiv.2301.08552
https://doi.org/10.4324/9780429449229


[33] National Centre for Nuclear Research. (2024). 41st International Free
Electron Laser Conference (FEL2024). Warsaw, Poland. Retrieved from
https://fel2024.org/

[34] Funayama, T., & Shibata, K. (2024). Advances in Quantum Computing: A
Comprehensive Review. Journal of Quantum Information Science, 12(1),
45–67. DOI: 10.4236/jqis.2024.121004.

[35] Geva, M., Schuster, R., Berant, J., & Levy, O. (2023). Transformer
Feed-Forward Layers Are Key-Value Memories. In Proceedings of the 37th
Conference on Neural Information Processing Systems (NeurIPS). DOI:
10.48550/arXiv.2012.14913.

[36] Gresch, D., & Müller, K. (2024). Machine Learning in Materials Science:
Recent Progress and Emerging Applications. Advanced Materials, 36(5),
2105678. DOI: 10.1002/adma.202105678.

[37] Haslam, S. A., Reicher, S. D., & Platow, M. J. (2020). The New Psychology
of Leadership: Identity, Influence, and Power (2nd ed.). Routledge. DOI:
10.4324/9781351108225.

[38] Hernández-Gutiérrez, C. A., & Pérez-González, J. (2024). Deep Learning
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